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Abstract—Measurement programs in software organizations are an important source of control over quality and cost in software

development. The findings of this research presented here are based on an industry-wide survey conducted to examine the factors that

influence success in software metrics programs. Our approach is to go beyond the anecdotal information on metrics programs that

exists in the literature and use the industry-wide survey data to rigorously test for the effects of various factors that affect metrics

programs success. We measure success in metrics programs using two variables—use of metrics information in decision-making and

improved organizational performance. The various determinants of metrics program success are divided into two sets—organizational

variables and technical variables. The influence of these variables on metrics programs success is tested using regression analysis.

Our results support some of the factors discussed in the anecdotal literature such as management support, goal alignment, and

communication and feedback. Certain other factors such as metrics quality and the ease of data collection are not as strongly

influential on success. We conclude the paper with a detailed discussion of our results and suggestions for future work.

Index Terms—Software metrics programs, empirical methods, survey, regression analysis, software development, measurement

programs, determinants of success, software engineering.
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1 INTRODUCTION

SOFTWARE metrics are increasingly being considered a
vital part of software engineering as the software

industry grows. There is a great deal of literature in this
area that discusses the relevance and importance of
measurement and its contribution to improved quality
and productivity. Software metrics are initiated with the
belief that they will improve software engineering and
management practices. The rationale arises from the notion
that you cannot improve something without first measuring
it. Software metrics and measurement activities are, thus,
organization-wide attempts to institutionalize the concept
of measurement and feedback. Measurement and metrics
teams are therefore the first link in an overall process-based
improvement effort in a software development environ-
ment. The basic rationale behind investments in metrics is
that metrics programs, once implemented and utilized,
should lead the software organization toward more
disciplined processes through an efficient use of the
feedback mechanism.

A software metric is defined as a method of quantita-

tively determining the extent to which software process,

product, or project possesses a certain attribute [7]. Since the

software industry is plagued with productivity and quality

issues, software engineers and managers recognize the need

to better understand and, hence, better manage the software
development process and be able to make the necessary
changes to improve productivity and quality. In order to do
this, metrics relevant to software engineering processes and
products have to be collected and analyzed. Based on the
feedback of this analysis, engineers and managers can make
necessary changes to either the process, product, or both.
Such improvements should result in increased productivity
and quality, reduced cycle time, and lesser costs in the long
run. Case studies in the literature show some evidence of
such improvements occurring through the deployment of
successful metrics programs [7], [8], [23].

As noted above, although some evidence in support of
metrics does exist, many companies find software measure-
ment to be a complex and difficult undertaking. One study
showed that fewer than 10 percent of the industry classified
metrics programs as positive [7]. Another study reports that
two out of three metrics initiatives did not last beyond the
second year [23]. In a recent case study on metrics
implementation, Iversen and Mathiassen identify that the
implementation of the metrics program is long and complex
and the involved actors are confronted with a number of
dilemmas based on contradictory demands and value
conflicts related to the metrics program [12]. Thus, it is
important from a practitioners’ viewpoint to examine, in
more detail, the interrelationships of various factors that
have been theorized to affect success in metrics programs
implementation. One of our primary goals in this paper is to
identify the various success factors on metrics programs
success and study their direct and indirect effects on metrics
programs success.

Prior literature in the area has indicated that there are
several factors that influence the success of metrics
programs in software development. However, the evidence
presented in the literature is mostly anecdotal or based on a
single case study. There has been limited rigorous empirical
research in identifying which factors are more influential in
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the success of such programs. Our work fills this gap by
examining metrics programs success through the use of
empirical data rather than individual case studies. Our
findings are based on data collected from a survey that was
conducted between December 1998 and February 1999
under the auspices of the Software Engineering Institute at
Carnegie Mellon University. Our analysis corroborates
some of the anecdotal evidence from the literature and also
provides some new insights for understanding the relative
influence of different factors on the success of a metrics
program.

The contributions of this paper are multifold. First,
unlike case studies on metrics programs in a single
organization, we study the issue of metrics programs
success and their causal factors using data collected from
managers in multiple software firms. This approach enables
us to generalize our conclusions better than in-depth case
studies. We believe that our analysis complements the
findings of case studies and the combined results will
provide the practitioner with a more complete picture of
metrics programs. Second, we operationalize success in
metrics programs through the use of two new variables
instead of more traditional measures such as longevity or
budget allocated to these programs. The two variables of
metrics program success used in our analysis more directly
address the business value returns from a metrics program.
Third, we analyze the direct and indirect effects of some of
the critical factors that have been theorized to affect metrics
programs on metrics programs success. We believe this
two-level analysis will provide new insights to clarify some
interrelationships between the critical factors and metrics
programs success for researchers and practitioners alike.

The rest of the paper is organized in the following way:
In the next section, we review the prior literature. In Section
3, we discuss our model and identify various factors used to
analyze metrics programs. In Section 4, we describe variable
definitions and our research methodology. Section 5
discusses the results from our statistical analysis and
Section 6 concludes the paper with some directions for
future research.

2 PRIOR LITERATURE

The literature in the area of software metrics has been
almost entirely based on case studies and qualitative
analyses of metrics programs in some organizations. Case
analyses typically include descriptions of the introduction
of certain kinds of metrics in some organizations, their
salient features, and the pitfalls that a metrics manager
must look out for. Although some evidence exists to show
that metrics programs are difficult to introduce and
maintain, no rigorous empirical research has been carried
out in finding out what factors are influential in determin-
ing the success of such programs. One of the reasons for the
gap in this literature is the lack of data on metrics programs
across organizations. Data on metrics programs are difficult
to obtain and are often subjective in nature, thereby making
analysis difficult. Moreover, metrics programs differ in
organization and structure across different software firms.
This makes it more difficult to conduct any kind of
quantitative analysis on data obtained from these firms.
Therefore, case studies become the source of evidence. We
next review some of the prominent studies in this literature.

A good example of a case discussion of metrics program
implementation can be seen in Daskalantonakis [7] who
discusses the introduction and implementation of a metrics
program at Motorola in some detail. He also uses his
experience with the program to describe certain important
factors that affect the success of the metrics programs. He
focuses on the utility/usefulness of metrics chosen and the
impact of stakeholder support in setting up a successful
program. In a similar paper, Pfleeger [23] discusses the
introduction of a metrics program implemented in Contel
Corporation and the salient features of the program. The
author ends the paper with a list of “lessons” learned from
the introduction of the metrics program there. More
recently, Iversen and Mathiassen studied the metrics
implementation in the software subsidiary of a large
financial institution [12]. They adopted a two-stage ap-
proach to understand the complexity in the metrics
implementation process. In the first stage, they view metrics
implementation as a rational, engineering process in which
a metrics program is constructed and put into use. In the
second stage, they treat the metrics program as an
evolutionary process in which the basic values of the
software organization are confronted and transformed.
Related case studies can also be found on metrics programs
at Eastman Kodak [27] and in the US Army [8].

Using a different approach, Hall and Fenton [10] analyze
two different metrics programs in two different organiza-
tions. One of these metrics programs was successful while
the other was not. The authors use a set of factors gleaned
from the literature in their analysis. Their analysis shows
the importance of a well-planned metrics framework, the
involvement of developers and management in setting up
the program, and the role of feedback and communication
in ensuring success. Jeffery and Berry [13] propose a
framework for evaluating the success of the metrics
programs. They consider four aspects of metrics pro-
grams—Context, Inputs, Process, and Products. Context
refers to the environment in which the metrics program is
developed. Inputs are factors or resources that are applied to
the metrics program. Process is the method used to develop,
implement, and maintain the program, and Products are
measures taken, reports produced, and other outputs of the
program. They analyze three metrics programs using this
framework. They concluded that all of the four aspects are
important in setting up a metrics program, and identify the
need to study the relative impacts of the four aspects in
software organizations through empirical research. In a
research report on a recent real-world software improve-
ment exercise, Mayes underscores the importance of careful
implementation of metrics programs and the need to build
credibility around metrics for the success of software
process improvement [19]. We next discuss other research
streams in the literature that present theory and research
methodology that may be useful in studying the complex
process of software metrics implementation.

One source of theory and methodology that seems to
parallel software metrics implementation and the accep-
tance of metrics culture in the organization is the literature
on the diffusion of innovations. Innovation diffusion
studies examine the rate of diffusion of new and innovative
practices across and within organizations. These studies
also examine factors that affect the rate of diffusion across
organizations. Unlike prior research on metrics programs,
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there is some empirical research in this area that can be
leveraged in our context. Additionally, the methods for
analyzing the impacts of different factors affecting success-
ful implementation of such innovations have been studied
in this literature, and can be used in our context. Metrics
programs can be compared to an administrative innovation
or process innovation in that the results of such programs
are uncertain in the short run, generally positive in the long
run, and their adoption is never homogenous across
organizations. Although the theory of innovation diffusion
may not transfer directly to metrics programs, methodolo-
gical insights can be gained by a short review of this
literature. Innovation diffusion models have been studied in
different contexts such as hospital process innovations,
electronic data interchange (EDI) adoption, and deployment
of digital switches in the telecommunications industry.
Next, we briefly review this literature.

Ramamurthy and Premkumar [25] study the impact of
various organizational and innovation factors on the level
of internal and external diffusion of EDI across compa-
nies. By diffusion, they refer to the extent to which EDI is
integrated into the company’s work processes. The
authors use a two-stage model where a set of innova-
tion-specific and organizational factors affect the rate of
diffusion in the first stage. In the second stage, the rate of
diffusion affects the organizational performance. Thus,
they are able to tease out the direct and indirect effects of
EDI adoption in their sample. In another paper, they
study the effects of innovation characteristics such as
complexity and compatibility on the level of internal and
external diffusion in companies implementing EDI using
multivariate regression [24].

In a different context, Majumdar and Venkataraman [17]
studied the adoption of digital switches in the US
telecommunications industry and the factors that affected
the decision to adopt digital switches. They use data from
over 10 years to analyze the influence of competitive
pressures in the marketplace and the slack availability in
the firm on the decision to adopt. They collapse the data
from 10 years into a cross-sectional sample and use multiple
regression to analyze the data. Their results show that firm-
level factors are significant in determining adoption.
Kimberley and Evanisko [15] studied the influence of
organizational and individual factors on the adoption of
technological and administrative innovations in hospitals.
They used behavioral survey techniques in collecting the
data through a questionnaire and used regression for
statistical analysis. Their results show that organizational
variables explain diffusion better than individual factors in
hospitals. Further research on innovation diffusion can be
found in [5] and [3].

A specific example of a process innovation in software
development that can be studied from a methodological
viewpoint for drawing parallels to study metrics imple-
mentation is the adoption of CASE tools. CASE tool
adoption is expected to boost productivity, reduce costs,
and improve quality in the long run. However, the success
of CASE adoption has been mixed in the industry in spite of
management support and good reviews in the practitioner
press. Although adoption of CASE tools in a software
organization is not the same as metrics implementation, we
believe that parallels can be drawn from the research
methodology used in the case adoption literature. We next
discuss some research on CASE adoption from a methodo-
logical viewpoint.

A study conducted in 1992 reported that one year after
introduction, 70 percent of the CASE tools were never used,
25 percent were used by only one group, and 5 percent were
widely used but not to capacity [14]. Similarly, Aaen et al.
[1] found that less than 20 percent of the Finnish and Danish
companies in his study were close to routine users of CASE,
even though 24 percent had used them for more than three
years. The literature shows that CASE adoption has also
been slow and plagued with difficulties. This consistent
lack of success and the complexity in introducing CASE
tools in a software organization had drawn the attention of
researchers. We next review a few studies from this
literature.

In an attempt to examine the factors that influence CASE
adoption, Iivari [11] used retrospective, perceptual data
from practitioners in the field to analyze factors that affect
CASE usage. Innovation diffusion was used to identify a set
of factors that might affect CASE usage. As noted earlier, a
two-stage model was used wherein the first stage assessed
the effect of critical factors on CASE usage. The second
stage analyzed the effects of CASE usage on perceived
improvements in productivity. Another study on CASE
adoption used data from a questionnaire administered to
Danish and Finnish organizations using CASE tools to
examine the effect of certain factors on CASE introduction
[2]. They studied organizational and tool-related factors that
could have an influence on CASE introduction. Further
research on CASE adoption can be found in [9].

As noted earlier, we believe that we can draw on the
methodology used in this stream of research to study
metrics implementation success. In both the innovation
diffusion and CASE adoption literature, there are certain
underlying structures to the factors that affect successful
adoption and use that can be transposed to the metrics
program context. There are broadly two aspects to these
diffusion models. First, the organization has a significant
influence on increasing adoption by instituting processes
that are conducive to the innovation. These factors can be
called organizational or environmental variables and are
organization-dependent. They are important in setting the
tone and culture in the organization and depend heavily
on the interest and support of managers in the organiza-
tion. The second aspect is that of technical quality of the
innovation or “tool-friendliness” in the context of CASE
tools. The innovation should be easy to use and should
not cause a significant overhead to the organization’s
functioning. This is at the level of the tool/program and
has a more immediate impact on the users of the tool/
program. Incorporating the new practices into the
organization should be done seamlessly and with
involvement from different parts of the organization.
We use these two central factors in formulating our
model of metrics program success in the next section.

3 PROPOSED MODEL

We draw from the methodology and theory used in the
innovation diffusion and related stream of literature to
study the success of software metrics implementation. Our
theoretical model is depicted in Fig. 1. As shown in the
figure, there are primarily two types of factors that affect
metrics programs in our model. The first type refers to the
organizational context, i.e., the level of commitment that the
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organization shows toward the metrics program. This type
of factors will have a strong positive influence on the
metrics programs’ success and typically depend on senior
management. The second category of factors is the technical
environment, i.e., how “user-friendly” the metrics program
is. The immediate environment around the metrics program
should be nonintrusive and nonobstructive. The metrics
program and the metrics used should be simple and
straightforward and easy to use. As noted earlier, prior
literature has addressed this issue at length as being one of
the reasons for poor performance and termination of the
program [23], [10]. Moreover, the effort required for
collecting the information required for a metrics program
should not add significantly to the organization’s workload.
These factors are referred to as technical factors in our
model. We will discuss these factors in more detail below.

We hypothesize that the two types of factors described
above—the organizational and technical factors, contribute
to the success of a metrics program. The technical factors
play a direct role in making the metrics program’s
information more accurate, timely, and easy to use. More-
over, the technical factors also influence the level of effort
and time it takes in the organization to collect and analyze
the metrics data. At the level of the smallest organizational
unit that produces and utilizes metrics data, typically the
project team, the technical factors contribute to easing the
resistance to metrics programs and increasing the con-
fidence and involvement of people in the organization. The
organizational factors enable success by obtaining buy-in
from all the parties concerned and by setting the organiza-
tional culture that recognizes and accepts metrics programs.
These factors also enable metrics programs by providing
valuable management support and resources for the proper
functioning of the metrics program. Thus, we hypothesize
that these two types of factors are important in determining
the success of a metrics program.

We measure the success of a metrics program in two
ways. Past studies on software metrics have quantified
success of a metrics program by using either the longevity
of the program or the budget allocated to it. However, we
believe that these measures of success capture a limited
dimension of success and, hence, may be misleading. The
budget allocated to a metrics program or the number of
years it has been active do not necessarily denote success if
the metrics information is never used. Moreover, discus-
sions with some project managers at the SEI have indicated
that continuation of an unsuccessful metrics program is

often a political decision within the organization; this is
practically true in some organizations. Therefore, in our
model, we consider behavioral aspects of a metrics
program’s output—use in decision making and impact on
organizational performance. We believe that these measures
are also closer to addressing business value returns from
metrics programs. The first construct addresses whether the
metrics program is used in the organization in making
decisions. If the output of the metrics program in the
organization is never used in making decisions, the
subsequent benefits of a metrics program will be negligible.
The second construct, increase in organizational perfor-
mance, is a second-order effect of use in decision making.
Increased use of metrics information in decision-making
should improve organizational feedback, thereby increasing
transparency into the software development process. In the
greater organizational context, this should result in in-
creases in organizational performance [6]. We feel that these
two constructs capture the success of a metrics program
better than just longevity or the cost of a metrics program.
In subsequent discussions, we use these success factors in
formulating our model.

We characterize the success of a metrics program using
these two success variables through a two-stage approach.
This two-stage approach characterizes the manner in which
metrics programs benefits spread through the organization
and is consistent with prior research methodological
approach used in innovation diffusion and CASE tools
[11], [24]. In the first stage, the organization should be able
to use the output of the metrics program in its decision
making. In the second stage, the consistent use of metrics
information in decision making should lead to enhanced
organizational performance. As mentioned before, one of
the aims of this paper is to tease out the direct and indirect
effects of certain critical factors on success. As a first step
toward that aim, we hypothesize that the technical factors
discussed before will have a direct influence on the use of
metrics programs in decision-making. The technical factors
make the metrics collection, analysis, and dissemination
efficient and painless, thereby providing project personnel
with incentives to use them in decision-making. Similarly,
we hypothesize that the organizational factors will have a
direct impact on the improvements in organizational
performance. These organizational factors facilitate organi-
zational improvements when decision-making is done on
the basis of metrics information. The organizational factors
also ensure that the organizational culture accepts and is
built around the relevance of metrics information. There-
fore, these factors in conjunction with the use of metrics
information in decision-making should lead to organiza-
tional performance improvements.

We also hypothesize that the relationship between use in
decision-making and increase in organizational perfor-
mance is positive and is cyclical.1 The use of metrics in
decision-making will lead to increases in organizational
performance, all else being equal. As mentioned above, the
use of metrics information in decision-making in a
systematic manner will provide project managers more
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Fig. 1. Theoretical Model.

1. In statistical terms, the relationship that we postulate between the two
dependent measures can be tested rigorously through time series and panel
data analysis. However, since the data we have is from a survey, we do not
have time-dependent data. The analysis here acts as a first step in the
direction of more research in this area.
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transparency into the development process. It will also
provide the manager with feedback on resource allocation
and utilization levels across projects, thereby enabling
optimal use of resources. Although mere implementation
of the metrics by itself can lead to performance improve-
ments since it makes software developers think about their
activities, we believe that without the use of metrics
information in decision-making, these benefits may be
minimal.

We also hypothesize that improvements in organiza-
tional performance will be associated with increased use of
metrics programs in decision-making, all else being equal.
This is due to the presence of a lagged effect of increases in
performance due to use in decision-making. A perceived
increase in performance in one time-period can be
associated with increased effectiveness in managing devel-
opment projects, which is associated with an increased or
consistent use of metrics information in decision-making.
Moreover, from a resource-sufficiency viewpoint, increases
in performance could increase the resources available to all
organizational units, thereby resulting in increases in
resources allocated to the metrics program. However, for
more resources to be allocated to facilitate use of metrics,
the metrics program need to win credibility within the
organization. The primary argument for improved organi-
zation performance inducing the use of metrics is the
following: Once the metrics are in place and are successfully
used within the organization and it leads to improved
organizational performance, if the senior management
believe that the metric program contributed to organiza-
tional success, then steps may be taken to facilitate further
use of the metrics. This further use of metrics will in turn
lead to better organizational performance and, hence, the
cyclical relationship in our model.

On the basis of the above reasoning, we propose the
theoretical model shown in Fig. 1. We hypothesize that the
technical factors discussed above will positively influence
use in decision-making and the organizational factors have
a direct effect on increases in organizational performance.
In addition, use in decision-making and organizational
performance positively influence each other. The technical
and organizational factors that we study in this paper are
described below. In the interest of parsimony, we selected a
subset of all the critical factors discussed in the metrics
programs anecdotal literature. Given that our research
design called for data from multiple organizations and was
based on a questionnaire, we selected the technical and
organizational factors that are the most common among
software organizations and have been discussed in past
research. We have also made sure that the factors chosen
are conducive to survey measurement.

3.1 Technical Factors

1. Metrics Collected: Anecdotal case studies have em-
phasized the importance of the right kind of metrics
that should be collected as one of the factors
influencing the use in decision-making [7], [23]. An
important consideration in any metrics program is
the decision regarding the metrics that need to be
collected. There are several kinds of metrics that can
be used in decision-making. These include simple

cost and schedule metrics and more sophisticated
data on customer satisfaction and quality assurance.
A systematic and process-oriented system of collect-
ing metrics information will contribute to the use of
metrics information in decision-making by increas-
ing the project managers’ perceptions of metrics
information reliability, thereby increasing their use
in decision-making. We hypothesize that the fre-
quency with which metrics are collected will have a
strong positive impact on their use in decision-
making, everything else being equal.

2. Data Collection Procedures: Prior research has dis-
cussed the importance of nonintrusive and stream-
lined data collection procedures. Pfleeger discusses
in detail the importance of smooth and nonobstruc-
tive data collection procedures in determining the
success of a metrics program [23]. Daskalantonakis
[7] and Offen and Jeffery [21] also make similar
points. Optimized data collection procedures affect
metrics programs in two ways. First, they do not
reduce programmer productivity significantly,
which typically creates resistance and reluctance to
use metrics information in decision-making. Second,
they increase the accuracy and reliability of the data,
thereby increasing the confidence of managers who
use this information in decision-making.

3. Quality of Metrics Collected: Most practitioners agree
that the metrics collected should be accurate,
relevant, and informative [10], [7]. They should
convey information, and changes in the metric
should have a relevant meaning in the appropriate
context. The quality of data collected directly
influences the level of the stakeholder’s confidence
in these metrics. It also increases the range of
analyses that can be performed on this data, whether
quantitative or qualitative. Therefore, the quality of
data collected should have a positive impact on their
use in decision-making.

4. Metrics Analyses: The rigor and usefulness of the
analysis procedures carried out on the metrics data
is a key factor in how the results are used. Analyses
carried out could range from just maintaining
archival data to making comparisons across time to
carrying more in-depth analysis, like statistical
analyses, experiments, and pilot studies. The more
sophisticated analyses are carried out, typically the
more the results of such analyses can be used to gain
insights into the development process. The sophis-
tication of the analyses should, thus, lead to
increased use in decision-making, all else being
equal.

5. Training: The availability of training on metrics and
measurement is an important factor. Personnel who
are trained or exposed to metrics and the potential
benefits from software metrics will tend to use it
more than people who have not been informed
about metrics. In a recent metrics implementation
study, the need to share metrics data and publicize
metrics related findings and potential benefits with-
in the organization was identified as one of the
critical success factors [12].
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6. Automated Tools: Prior literature in the area has
proposed that the presence of automated tools to
gather, organize, and analyze metrics should have a
positive influence on metrics programs success [10],
[21]. The use of automated tools reduces the over-
head of data collection and also makes analysis and
dissemination of feedback easier and more accurate.
Additionally, the reduction of human error in data
collection increases the perceptions of managers of
the validity of metrics information. Therefore, we
expect this variable to positively impact the use of
metrics information in decision-making.

7. Communication and Feedback: The appropriate and
timely communication of metrics information to the
decision-makers is critical in this context. Without
suitable feedback, several of the above-mentioned
factors may not be useful. For example, the metrics
team could be very well trained, have excellent
automated tools for data collection, and could
perform in-depth analysis on this data. However,
without adequate feedback and established commu-
nication channels, managers would never use this
information. The presence of a feedback loop is
central to any control system and this factor
measures the quality of the feedback channel for
the organization. Therefore, we expect communica-
tion and feedback to enhance the use of metrics
information in decision-making.

3.2 Organizational Factors

1. Alignment of Personnel in Setting Metrics Goals: The
Goal Question Metric (GQM) paradigm in metrics
postulates that there should be alignment between
the various stakeholders in formulating the goals
of the metrics program [4]. In other words, for a
successful program, it is important that various
project managers, upper-level management, and
measurement specialists work together in deciding
the scope and range of the program [23], [21].
Alignment leads to three subgoals that are each
important to the metrics program. First, it leads to
prioritization of goals within the organization and
helps to scope these goals in detail. Second, it
helps define the levels of resource allocation in the
organization to achieve each goal. Third, it helps
achieve optimal policies for the metrics programs
in the organization so as to achieve these goals. It
is possible that two software organizations have
similar products but have vastly differing organi-
zational goals. The presence of alignment between
the various stakeholders will ensure that the
organizational goals with the highest priority get
achieved. Hence, the metrics program will be
tailored to achieve those goals, thereby improving
organizational performance. Thus, we hypothesize
that alignment of different people in setting goals
will be positively associated with organizational
performance.

2. Resource Sufficiency: A metrics program needs several
resources to survive. For example, adequate funding
and access to literature and trained people are
important resources. The lack of adequate resources

can severely hamper the benefits of a metrics
program. Prior research in innovation diffusion
and metrics programs has discussed the importance
of resources [3], [7] and we hypothesize that
resource sufficiency in the organization for the
metrics program will lead to improvements in
performance.

3. Management Support: Prior literature in both the
innovation diffusion and metrics program areas has
indicated that this is an important variable. The
presence of management support to the metrics
program is a form of institutional ratification and is
necessary for the survival and performance of the
program. Pfleeger [23] and Offen and Jeffery [21]
describe the ways in which the contribution of
management support is essential for a metrics
programs’ success. Management support is also
important in that it helps establish the culture in
the organization whereby decisions made through a
rational analysis of metrics data is considered
appropriate. Therefore, when managers make deci-
sions on the basis of analysis of metrics information,
these decisions receive the support of upper man-
agement, thereby leading to improved organiza-
tional performance. Thus, we hypothesize that
management support will lead to better organiza-
tional performance.

4. Maturity Level: Theoretically, the maturity level of an
organization indicates the level to which there are
disciplined processes for software development in
the organization [22]. Mature organizations gener-
ally possess metrics programs and the benefits from
these programs should be higher for them than
similar programs in less mature organizations, all
else being equal. Therefore, we hypothesize that
mature organizations should experience greater
increases in organizational performance than less
mature organizations.

5. Institutional Beliefs: This variable is based on the
prevalent set of beliefs that exist in the organization.
Institutionalization is a strong force in organizations
and plays a strong role in the effects of work practices
[20]. Institutional theory argues that organizations
function in certain ways not due to efficiency reasons
but because they are influenced by accepted norms of
behavior. These norms are set either by industry
leaders or by organizational bodies (such as a
professional association). We hypothesize that the
prevalent set of institutional beliefs in the organiza-
tion should be in favor of the value of metrics
information. Therefore, the presence of such a set of
institutional beliefs will lead to improvements in
organizational performance, all else being equal.

4 RESEARCH METHODOLOGY AND DATA

The methodology used to collect data for this paper was a
broad-based survey administered though the World Wide
Web. Lists of potential respondents were obtained from the
Software Engineering Institute and from two other sources.
The first of these sources was a private organization that ran
tutorials and courses for metrics managers, published a
journal relating to metrics information, and organized
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several annual conferences for metrics professionals. The
second source was a division of the US Department of
Defense that coordinated metrics-related activities for the
Defense software divisions and software vendors. These
organizations supplied us lists of practitioners who had
attended one or more of their courses. Since it was
important that the respondents to our survey be familiar
with metrics programs, we targeted the survey at metrics
professionals in the field. Our sample was selected from
these lists and consists of people who were metrics
practitioners, managers, or other software practitioners
who have used metrics information in their organizational
decision-making. The sample includes a combination of
defense organizations, defense contractors, commercial
software vendors, and industrial houses.

The questionnaire items for each of the higher-level
constructs were created after detailed discussions with
project managers and researchers at the Software Enginer-

ing Institute. The prior research in metrics programs has
little empirical work and, therefore, there are no established
measures that could be used for several of our constructs.

The respondents were contacted by e-mail and were
directed to the location of the online questionnaire. The
respondents were assigned personal authentication codes to

protect the integrity and security of the data. The
participants were assured of data confidentiality. The

survey was conducted between December 1998 and
February 1999.

In our electronic survey, it is difficult to assess the
accurate response rate due to the following reasons. First,
some of the e-mail addresses in our sample were not
current and yet others had been changed with no
forwarding address. Moreover, we excluded respondents
that did not work for software development firms or
were employed as consultants. The approximate response
rate was 55 percent, i.e., 228 completed responses. A few
cases were deleted due to missing data thereby reducing
the final sample size to 214. The 214 responses were
collected from 126 organizations. Some organizations had
multiple metrics programs in place in different parts of
the organization, which were independently managed.
These were counted separately in our sample. Of the 214
respondents, 130 respondents were defense contractors or
defense departments. The other 84 respondents were from
the commercial software development sector. There were
52 defense organizations in the sample, while the number
of commercial organizations numbered 74.

Like in most survey research, our research methodology
introduces certain biases that should be discussed. Our
sample is not industry wide as there are several sectors of
the software market that are not included. Moreover, the
respondent in our sample is typically one person from the
organization that has implemented a metrics program.
Thus, our results could be biased by the perceptions of the
person responding to the survey. However, this is a
common limitation in most survey research. We reduce
the impact of this by performing reliability analysis that we
describe in the next section. We also randomized the order
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of questions that pertain to one factor in the questionnaire,
thereby reducing respondent bias further. As mentioned
above, it was not possible to track nonrespondents to our
survey and so at this point, we have not been able to
compare our sample with the nonrespondents to check for
systematic bias. However, with a reasonably high response
rate of 55 percent, we believe that we have minimized the
influence of bias.

The theoretical constructs discussed earlier were mea-
sured as discussed below. Each construct for the technical
and organizational factors and the two dependent variables
for metrics implementation success were measured using a
set of two to five questions in the questionnaire. All
responses to the questions were measured on a five-point
Likert scale where one was Very Low and five was Very
High. The individual questions that were used are shown in
Table 2. In behavioral research, reliability testing is required
to ensure that the theoretical constructs are measured well.
In other words, the measures should have high test-retest
correlation. If a construct is measured using a number of
different questionnaire items, the responses to the items
should show high interquestion correlation and also be
correlated highly with the composite construct. We tested
for the reliability of the actual measures and report
Cronbach’s alpha, which tests for interquestion reliability,
later in this section. Generally, a Cronbach’s alpha of 0.70
and higher is considered acceptable for survey research [27].

We used principal components to confirm the loadings
of items on the proposed theoretical constructs. For ease of
interpretation, the scores of various questions associated
with a construct were then averaged to create a composite
score for that construct. For example, there were 10 items in
the questionnaire for measuring organizational perfor-
mance. The final score for a respondent on organizational

performance was an average of the 10 individual scores.
The following section lists out the Cronbach’s alpha for each
theoretical construct and also mentions the number of
questions in the questionnaire that was used in measuring
that construct. The summary statistics for the composite
variables are shown in Table 1 and the individual questions
and factor loadings are shown in Table 2.

Success Variables (Dependent):

1. Use in Decision making: (Use_Mgmt) alpha = 0.78,
five items.

2. Increase in Organizational Performance: (Perf)
alpha = 0.94, 10 items.

Technical Factors:

1. Metrics Collected: The nine items for this construct
loaded on two principal components. Therefore, we
used two factors in subsequent analysis. The first
factor, Metrics_Basic (alpha = 0.79) refers to the
frequency with which simple cost, effort, and
schedule metrics are collected in the organization.
The second factor, Metrics_Advanced (alpha = 0.85)
pertains to more sophisticated metrics such as
quality measures, customer satisfaction, and require-
ments stability metrics.

2. Data Collection Procedures: (Data_Collection) alpha =
0.85, three items.
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3. Quality of Metrics Collected: (Metrics_Quality) alpha
= 0.70, two items.

4. Kinds of Analyses Done: (Analyses) alpha = 0.82, four
items.

5. Training: (Training) one item.

6. Availability of Automated Tools: (Auto_Tools) alpha
= 0.79, three items.

7. Communication and Feedback: Exploratory factor
analysis was run on the six communication and
feedback variables and the items loaded on two
factors. The first factor, called Comm, (alpha = 0.83),
measures the extent to which different communica-
tion patterns exist in the organization to provide
metrics analysis and results. The second construct,
Feedback (alpha = 0.58), measures the quality of
feedback provided to the different people in the
organization. This construct is the only one in our
analysis that does not display adequately high
reliability although the factor loadings on an under-
lying factor are high.

Organizational Factors:

1. Alignment of Personnel to Metrics Goals: As shown
in Table 2, six questionnaire items were used to
measure this construct. During principal compo-
nents analysis, they loaded on two factors. There-
fore, we used the composite scores on these two
factors in subsequent analysis. The first factor,
Align_QA (alpha = 0.85) measures the extent to

which the measurement specialists and SEPG per-
sonnel contributed toward setting the goals for the
metrics programs. The second factor, Align_Other
(alpha = 0.71) measures the extent to which upper
management and project managers were involved in
setting goals.

2. Resource Sufficiency: (Res_Suff) alpha = 0.70, three
items.

3. Management Support: (Mgmt) alpha = 0.83, two
items.

4. Institutional Beliefs: (Institution) alpha = 0.73, four
items.

5. Maturity Level: In order to measure the maturity
level of the organizations, we use self-reported CMM
level. This is not a perfect measure since there is a
possibility of response bias. Moreover, it is possible
for an organization’s management to believe that
they are at a certain maturity level without any
external ratification. Therefore, although we use this
variable as a measure of maturity, care should be
taken in drawing inferences from the results. The
responses on the seven categories in the question-
naire were not well distributed. Therefore, we
dichotomized the variable using the following rule:
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Level 2 and above were coded 1 while organizations
below Level 2 were coded 0. The final variable used
in the analyses, Cmm_level, is thus a binary variable.

6. Percentage Software Development: Our sample
includes defense contractors, commercial vendors,
and in-house MIS departments, not all of whom
develop software as their primary business. There-
fore, we hypothesize that the level of returns from
metrics programs should be proportional to the
percentage of effort dedicated by the organization to
software development. In other words, organiza-
tions that do not develop software, as their primary
activity may not gain as much benefit from a metrics
program as an organization that spends most of its
resources in software development. To test this
hypothesis, we include a variable that measures
the percentage of the organization’s business de-
voted to development as opposed to maintenance or
acquisition. This variable is called Soft_dev.

5 ANALYSIS AND RESULTS

5.1 Specification of the Model

Given our theoretical model in Fig. 1, we use a simulta-
neous equation specification for our analysis. The simulta-
neous equation specification can estimate two equations,
taking into consideration the relationship between the two
dependent variables. In the presence of simultaneity in the
two equations, estimation of the two equations separately
gives biased and inefficient estimates of the regression
coefficients [16]. The two equations to be estimated are
given below.

Use Mgmt ¼ 	0 þ 	1Perf þ 	2Metrics Basic

þ 	3Metrics Advancedþ 	4Data Collection

þ 	5Metrics Qualityþ 	6Analyses

þ 	7Trainingþ 	8Auto Toolsþ 	9Comm

þ 	10Feedbackþ "1;

Perf ¼ "0 þ "1Use Mgmtþ "2Align QAþ "3Align Other

þ "4Res Suff þ "5Mgmtþ "6Institution

þ "7Cmm levelþ "8Soft devþ "2:

The error terms in the two equations are given by "1 and
"2, respectively. Since the model specification is simulta-
neous, we use instrumental variables to estimate the
appropriate regression coefficients for each of the indivi-
dual independent variables. The instrumental variables
used in our analysis were all the independent variables, i.e.,
the variables for technical and organizational factors, except
the endogenous dependent variables. Since the data across
the two equations are from the same organization and from
the same respondent, we can assume that the two errors "1
and "2 are correlated and use this information to get results
that are asymptotically efficient [16]. Therefore, we use
iterated three-stage least squares to obtain estimates of the
regression coefficients.2 The estimates of the coefficients

and their standard errors are shown in Table 3 along with
model fit statistics.

As shown by the results in Table 3, the simultaneous
equation specification is borne out in the significant
coefficients of the two dependent variables in the two
equations. The individual coefficients in Table 3 measure
the change in the dependent variable for a unit change in
the independent variable. By assumption, the 3-stage
procedure estimates a linear relationship between the
independent variables and the dependent variable. In our
discussion, we use an alpha of p ¼ 0:05 to denote statistical
significance. We start by discussing the results with respect
to the cyclical relationship hypothesized between the two
dependent variables.

5.2 Results and Discussion

In (1), the coefficient of Organizational Performance is
positive and strongly significant (p ¼ 0:0001). Similarly,
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in (2), the coefficient of Use in Decision-making is positive
and significant, thereby indicating that the relationship
between the two dependent variables is interdependent. An
increase in the use of metrics information in decision
making leads to higher organizational performance and
similarly, an increase in organizational performance is
associated with an increase in the use of metrics information
in decision making. This supports our hypothesis of a
cyclical relationship between the two dependent variables.
We discuss the other variables one equation at a time.

5.2.1 Use in Decision Making

As expected, the frequency with which actual metrics
collected has a positive and significant influence on their
use in decision making. The presence of a systematic process
of collecting metrics across the organization increases the
use of this information in decision-making (	2 ¼ 0:098,
	3 ¼ 0:138). The results also show that the marginal benefit
from increased use of the variables constituting Metrics_Ad-
vanced is higher than the marginal benefit from Metrics_Basic,
all else being equal. However, note that the basic metrics
need to be in place for conducting metrics operations as
captured in Metrics_Advanced. According to the Capability
Maturity Model (CMM), organizations should address the
low-level process areas before tackling the higher-level
processes in their movement up the maturity ladder [22].
The metrics collected in Metrics_Basic are typically found in
the Level2 specification of the CMM, whereas the metrics in
Metrics_Advanced are typically associated with higher-level
processes. Theoretically, the organization should experience
greater returns from processes that are higher up in the
maturity ladder and we see some support for that proposi-
tion here. We believe that the collection of metrics in
Metrics_Basic should normally precede the collection of
metrics in Metrics_Advanced and having gained some benefit
from Metrics_Basic, the organization gains second order
benefits from investment in Metrics_Advanced.

The Analyses variable is positive and strongly sig-
nificant (p ¼ 0:0001), thereby indicating that the rigor and
usefulness of analyses done on the raw metrics data
increases the use of metrics in decision-making. This
seems intuitive since more sophisticated analyses cannot
only help in decisions of the ordinary variety but can also
help in making more difficult strategic decisions. For
example, systematic and periodic analyses of metrics data
can provide insights for software managers to identify
gaps in current employee skills and build appropriate
skill base in line with the business plans of the
organization. For example, if an organization plans to
focus on financial applications, a manager may be able to
identify the right skill set for the new project from the
metrics knowledge base of the past projects in this
domain. In addition, metrics implementation across the
organization may also enable managers to identify under
performers and help them through customized training
programs. Similarly, managers can spot high achievers to
assign them to new responsibilities.

As noted earlier, we expected that better communication
processes for the dissemination of metrics analysis should
be associated with an increase in its use in decision making.
Although the coefficient of Communication (Comm) vari-
ables in our analysis is in the expected direction (	9 ¼ 0:07),
it is not statistically significant at the p ¼ 0:05 level. Hence,

readers should interpret this result with care. The literature
has presented some anecdotal evidence highlighting the
importance of timely and clear communication of metrics
results to the concerned parties and we see some support of
that factor in our analysis [12], [19].

The other variables in this equation, Data_Collection,
Metrics_Quality, and Feedback are not significant and, there-
fore, we cannot make any statements regarding their
influence on the use of metrics on decision making. Further
work is required to examine these variables in more detail
and tease out their influences, if any, on metrics program
success.

5.2.2 Impact on Organizational Performance

In (2), the alignment variables Align_Other and Align_QA
are both positive and significant. Prior literature presents
anecdotal evidence in support of the importance of
incentive alignment with metrics usage and stresses the
need to increase the involvement of even nonmeasurement
related people in setting the goals of a metrics program [23],
[7], [19]. Our results support this observation, indicating
that involvement of upper management and project
managers as well as metrics personnel increases organiza-
tional performance, all else being equal. The Goal-Question-
Metric paradigm mandates setting goals for the metrics
programs and stresses the need to involve all stakeholders
in setting the goals before actual implementation is carried
out [4]. The significance of the alignment variables in our
model provides evidence in support of the GQM viewpoint.

The management support coefficient is also positive and
significant (p ¼ 0:05). This can be an extremely important
factor in determining the success of a metrics program, and
is clearly associated with organizational performance. In the
innovation diffusion literature cited earlier, management
influence plays an important role in deciding the rate of
diffusion [15]. Management support is also important
during the initial period of the metrics initiative when the
results from the investment in metrics are not clear. It is
usually during this period that most metrics programs
terminate. Management support can not only ensure the
existence of the program during this phase but can also
enforce the use of metrics information in decision making
until such time as tangible benefits are not visible.

The institutional belief factor is positively associated
with organizational performance and is statistically sig-
nificant. Institutionalization is a strong force that acts on
most organizations. The need to conform to institutional
forces is strong in organizations and, therefore, a prevalent
belief in the values of metrics programs in an organization
will enhance the use of metrics in decision making. Our
results show that an organization that believes that metrics
programs and information is beneficial has higher organi-
zational performance than an organization without such a
set of beliefs, all else being equal.

The Soft_dev variable, measuring the share of a compa-
ny’s resources being used in software development, is
significantly and positively related to impact on organiza-
tional performance. Survey respondents from companies
with higher percentages of software development as their
primary activities are more likely to report that the use of
software measurement has led to performance improve-
ments in their organizations. We included this variable as a
control measure and the result seems intuitive. Software
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development is generally considered riskier than main-
tenance or acquisition and the use of any processes or
practices that help in decision making should have a greater
benefit for development businesses than for maintenance or
acquisition.

The resource sufficiency variable was not significant and
so we cannot reach any conclusions about this variable’s
importance with respect to success. It is our belief that the
results of our analysis should be used in assessing the
relative effects of the various factors in our model rather
than measuring their absolute effects on metrics programs.
The other variable, Cmm_level, is also not statistically
significant. As mentioned before, this variable is self-
reported and there is a possibility of high response bias
and measurement errors. Moreover, we had to dichotomize
the variable due to its uneven distribution and therefore
might have lost some information. Further research is
required to test these two constructs in a different way to
validate our findings.

6 CONCLUSION

In summary, we have addressed the important issue of
analyzing the success of metrics programs in this paper. As
previous literature has pointed out, the introduction and
successful management of a metrics program has a high
potential payoff but is fraught with problems. As noted
earlier, findings from prior literature were either case based
or anecdotal. To our knowledge, this is one of the first
attempts to assess the success of software metrics programs
in an empirical study with data from metrics experience in
multiple organizations. Thus, one of the contributions of
this paper is the introduction and empirical validation of
some measures for the constructs discussed in past
anecdotal research. Another significant contribution of this
paper is that we use methodological and theoretical
frameworks from other research streams such as innovation
diffusion to adopt a two-staged process in studying metrics
program success in software.

We believe that the results of our study can provide
some useful insights for both practitioners and researchers.
For practitioners, our results highlight the need to cultivate
a culture within the organization to promote metrics usage
to ensure eventual success of the metrics program. Our two-
stage model identifies that software managers first need to
focus on the technical factors and provide incentives for
software developers to use the metrics information in daily
operations. This will also facilitate the on-going collection of
metrics from new projects. Once the metric data is used at
the project level, managers can then focus on the organiza-
tional performance improvement in the second stage. Note
that use of metrics data may be just one of the factors
contributing to the improvement in organizational perfor-
mance. Managers need to assess the various organizational
factors that are identified as important in our study. For
example, prompt usage of metrics-based analyses and
feedback on the same and alignment of management
incentives in metrics-based goal setting provides the base
for reaping organizational performance improvement. Our
study also highlights the importance of stressing metrics
usage on a continuous basis to facilitate improvement in
organizational performance in an on going basis.

Our research design and sampling inherently present
some shortcomings. Note that the data used in this paper is
one-time survey data; hence, we cannot carry out time

series analysis at a greater level of detail. The interrelation-
ships between the various success factors and their effect on
metrics program success could be better studied in greater
depth using more detailed, time-dependent data. The
survey methodology also introduces some subjectivity in
the responses and is open to recollection and response bias.
Theoretically, a large sample size can mitigate these
problems. From a behavioral science perspective, our
sample size (214) and response rate (55 percent) are
considered good. Moreover, our survey questionnaire was
pretested thoroughly. Therefore, we believe that the
weaknesses of the survey methodology have been mitigated
to a great extent in our research. However, our model needs
to be further validated in other data samples to assess the
potential sample and response bias. Yet, another limitation
with survey data is the potential for measurement errors
due to the subjective nature of the variables measured. A
more rigorous methodology to better control such measure-
ment errors may be appropriate for future studies.

Note that this paper draws on anecdotal evidence,
which is generally influenced by experience and to an
extent, ideology rather than extant theory. Although this
is one of the initial efforts to present some empirical
support based on metrics experiences from various
organizations, our model does not discuss the theory
behind potential interaction across various success factors.
Since implementing software metrics can be viewed as a
major change within software organization, a direction for
future research may be to formulate a model well
grounded in organization innovation and change manage-
ment theories that captures the complex interactions
across various metrics success factors.
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